PAGE  
1

Open Letters as an Instrument of Public Influence on the Governance of Artificial Intelligence
Heorhii Kosheliev1, Andrii Hachkevych2
    1. Department of International Information, Lviv Polytechnic National University, UKRAINE, Lviv, Sviatoho Yura            Square, 1,  E-mail: heorhii.kosheliev.mi.2022@lpnu.ua
2. Department of International and Criminal Law, Lviv Polytechnic National University, UKRAINE, Lviv, Kniazia Romana Street, 1/3, E-mail: andrii.o.hachkevych@lpnu.ua


The study focuses on the issue of AI governance, which has become particularly relevant due to the growing threats of to human rights and public security. The authors considered open letters as a tool of public influence, reflecting the agreed position of signatories, including well-known influencers, on what restrictions should be applied to the use of artificial intelligence.
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Introduction 

In democratic societies, the public has an influence on government policy, legislative changes, and the activities of companies, including corporations, in various forms. In the digital era, this influence is increasingly connected with information and communication technologies, and it is related to the use of ICT in modern society. 
This study examines the use of open letters as a tool for public influence on AI governance. Open letters, which often can be signed online by anyone today and published on openly accessible websites, are reminiscent of e-petitions that are well known today in Ukraine. They serve as a powerful tool for conveying positions to the general public. 
Open letters on artificial intelligence may represent the generalized positions of the expert community on behalf of research institutions. They can have a significant impact on the formation of public opinion and government policy in the field of AI development, as their authors and signatories often include opinion leaders (such as B. Eilish, I. Musk, S. Hawking). 
Defining the Features of Open Letters
The concept of an open letter is not new. For as long as letters have been written, there has been a desire among writers to address their letters to a wide audience rather than just one person (1917 Siegfried Sassoon's open letter known as 'Soldier's Declaration' [1]). Open letters can be signed by a broad range of people, in addition to the original authors, thanks to advancements in communication. They also cover appeals by experts to politicians or business leaders, providing explanations for the necessity of a certain action or recommendations (1991 Open letter to the President of the Soviet Union M. Gorbachev [2]).

These letters can voice protests against ongoing issues and serve as a catalyst for social changes due to the influence of the signatories or widespread support of a letter. In democratic countries, they are a way for the public to influence government policy, legislative changes, and the activities of companies, including corporations.

We suggest our definition of an open letter: a public initiative on an important issue, expressed in a generally available form and usually open to support from people other than the authors or original signatories. This allows the public to participate in the management of public affairs.

Open letters, as an instrument of public influence on government policy and the policies of companies, including influential corporations, have the following features.

(1) Publicity means that the signatories' position becomes known to the general public and is not the subject of secret agreements made on behalf of the letter's initiators.

(2) Consensus on the position in open letters is reflected in the balanced wording, often a result of compromise, which underscores the collaborative effort of the authors.

(3) Contextualized. An open letter responds to the current situation and explains the position based on existing historical circumstances.

(4) The possibility of support allows other persons not among the original signatories to support the wording (this is allowed in most open letters at the present time).

(5) The expected goal in open letters is to influence government policy or company policies, aiming to change the status quo, such as adopting new laws or making important decisions at the company (corporation) level.
AI Experiments on Pause 
The most well-known open-letter initiative, in our opinion, is the one from the Institute for the Future of Life called "Pause Giant AI Experiments" [3]. This initiative follows a series of other appeals to governments and businesses initiated by the Institute. It calls on all AI laboratories to stop training systems that are more powerful than GPT-4 and was published shortly after the launch of GPT-4.

Previous appeals of the Institute for the Future of Life concerning governance of artificial intelligence include the Asilomar Principles supported by 5720 signatories (2017) [4] and another open letter having 11251 signatories titled "Research Priorities for Robust and Beneficial Artificial Intelligence" (2015) [5]. At the Asilomar Conference on Beneficial AI, a group of researchers in the fields of economics, law, ethics, and philosophy discussed and supported the Principles for Beneficial AI, which are considered one of the most authoritative statements.

The open letter enumerates the following as grounds for restrictions: propaganda and lies, mass automation of jobs, replacement of people, and loss of control on a societal scale ("Should we develop nonhuman minds that might eventually outnumber, outsmart, obsolete and replace us? Should we risk loss of control of our civilization?"). In our opinion, these dangers combine both those that were characteristic of pre-generative artificial intelligence and those that have become more acute after its emergence (propaganda and lies due to disseminating deepfakes and other manipulations).

"Pause Giant AI Experiments" calls for refocusing AI research and development to create powerful AI systems that are "more accurate, safe, interpretable, transparent, robust, aligned, trustworthy, and loyal". These expectations reflect the existing principles of artificial intelligence (first and foremost the Asilomar Principles, which are also available for support). The authors of the letter believe that the enhancement of artificial intelligence leads to " the summer of artificial intelligence", i.e. the period of its greatest prosperity, when humanity will benefit from it to the maximum.
The letter also recommends special government regulations as the result of collaboration between policymakers and developers. At the legal level, issues such as (a) regulatory authorities, (b) oversight and tracking, (c) labeling in the meaning of marking AI systems outputs, (d) auditing and certification, (e) public funding prioritizing AI safety research, (f) well-resourced institutions, should be addressed. This list of issues also includes the liability of artificial intelligence for the harm it may cause. Unfortunately, the issue of liability still remains unresolved as present legislations are not clear about its status in criminal proceedings and do not determine who should pay a compensation in civil law disputes. In addition, the expediency of elaborating security protocols for the design and development of AI systems has been highlighted.
This open letter received more than 33 thousand signatures, including academic AI researchers and prominent industry representatives such as J. Bengio, E. Musk, S. Wozniak, and Y.N. Harari. The Future of Life Institute's website offers an opportunity to join the signatories and contains materials about it from well-known media companies.

"Pause Giant AI Experiments" received some feedback that was not entirely supportive of the initiative. For instance, E. Yudkovskii expressed that the letter was not radical enough and argued that the wording was too soft, considering the potentially serious consequences. He declined to sign and pointed out that the alignment problem could take decades to solve. He also emphasized that non-aligned AI with sufficient level of intelligence could potentially cause the extinction of humanity [6]. Another critic of the letter is a researcher from Bloustein, Rutgers University Jim Samuel, who emphasized that the idea of ​​pausing in itself was not a good one, instead he supported the need to call for better governance of AI and accelerated development of AI. He gave priority to ensuring greater transparency for artificial intelligence [7].

Comparative Study of AI-related Open Letters

We have looked for open letters on AI-related issues, that were published in 2023-2024 and met our definition. We found a slightly larger number than what is presented here, but we decided to analyze in more detail only those letters that, in our estimation, had and continue to have a more significant impact. We used several criteria for comparison (table 1).
Table 1 

Criteria for AI open letter description (2023-2024)
	Open-letter initiative 
	Focal point
	Signatories 
	Key idea

	Pause Giant AI Experiments [3],
22/3/2023
	Future of Life
Institute
	33707
	"We call on all AI labs to immediately pause for at least 6 months the training of AI systems more powerful than GPT-4".

	Open Letter on the UK's Global Summit on AI Safety [8],
before 1/11/2023
	Connected by Data, The Trades Union Congress and Open Rights Group
	More than 100 British and international NGOs and SCOs, experts, public figures
	"Communities and workers most affected by AI have been marginalised by the Summit".
(Supported by Amnesty International, Article 19, Mozilla, Alan Turing Institute, et al.)

	Open Letter to Support Regulating Foundation Models with a Tiered Approach in the EU AI Act [9],

22/11/2023
	Center for Democracy & Technology, 
the Avaaz Foundation and The Future Society
	SCOs, SMEs, think tanks, researchers, workers, etc.
(among known signatories 15 organizations and 37 individuals)
	Tiered approach considering risk management towards AI systems (as suggested by Spain) should be implemented in the EU AI Act. 

	Open letter to EU AI Act negotiators: Do not

trade away our rights!
[9], 8/12/2023
	Joint initiative
	More than 50 NGOs and SCOs, nearly 30 individuals 
	EU Lawmakers should respect human rights when attempting to "legalise dangerous and discriminatory police AI".

	Open letter to Council of Europe AI Convention negotiators:

Do not water down our rights [10],
5/3/2024


	 CINGO, CAIDP, AlgorithmWatch
	130 (citizens, academics, experts in digital technologies, investors, SCOs)
	"We call on the State Parties and the EU negotiating the text of the Framework Convention on Artificial Intelligence, Human Rights, the Rule of Law and Democracy to equally cover the public and private sectors and reject blanket exemptions regarding national security and defence".

	Stop Devaluing Music [11],

1/4/2024
	Artist Rights Alliance
	More than 200 artists 
(B. Eilish, 

K. Perry, 

S. Smith, etc.)
	"We must protect against the predatory use of AI to steal professional artists’ voices and likenesses, violate creators’ rights, and destroy the music ecosystem".

	A Right to Warn about Advanced Artificial Intelligence [12],
4/6/2024
	Signatories
	13 current and former employees of leading AI companies  (OpenAI, Google DeepMind)
	Companies should share more information on AI (capabilities and limitations of AI systems), protection for whistleblowers.
(Endorsed by Y. Bengio, 

G. Hinton and S. Russell)

	Open letter: Europe needs regulatory certainty on AI [13],
19/9/2024


	Meta
	More than 50 companies (Spotify, Ericsson, Prada Group, Kornia AI, Meta, etc.), researchers and institutions
	"Fragmanted regulation means the EU risks missing out the AI era".
Data regulators should not restrict severely the use of data for training AI systems. 




The expectations outlined in most of the open letters can be met through legislative changes. For instance, the concerns of artists are pertinent to the potential prohibition of using works without permission while developing AI systems.
Conclusion

The study findings indicate that open letters have become an important tool for expressing public opinions on governance of artificial intelligence, with the goal of forcing change. Each open letter represents the interests of a specific group and is directed towards governments or influential corporations. The study reveals that some open letters not only aim to publicize their content, but also seek to gather signatures.

We examined eight initiatives from 2023-2024, all of which aimed to impact government and corporate policies related to the development and use of artificial intelligence. The main areas of influence identified were as follows:

- restricting the latest developments due to their potential risks and encouraging companies to disclose more information about available technologies,
- related to the latter strengthening protection of intellectual property rights and the interests of individuals in creative industries,

- promoting the involvement of non-state actors and business representatives in policymaking.
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